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**✅ Yesterday: NumPy**

**What we covered:**

* ✅ What is NumPy and why it’s important
* ✅ Created 1D, 2D, 3D arrays
* ✅ Used indexing and slicing
* ✅ Demonstrated broadcasting and reshaping
* ✅ Practice questions

import numpy as np

# 1D array

arr1 = np.array([1, 2, 3])

print("1D:", arr1)

# 2D array

arr2 = np.array([[1, 2], [3, 4]])

print("2D:\n", arr2)

# 3D array

arr3 = np.array([[[1, 2], [3, 4]], [[5, 6], [7, 8]]])

print("3D:\n", arr3)

**📘 Today: Pandas Introduction**

**Goals:**

* Learn Series and DataFrames
* Read & Write CSV/Excel files
* Indexing, Filtering, Sorting
* Mini Practice Task at End

import pandas as pd

# Creating a DataFrame

data = {

'Name': ['Alice', 'Bob', 'Charlie'],

'Age': [25, 30, 35],

'Country': ['Kenya', 'Tanzania', 'Uganda']

}

df = pd.DataFrame(data)

print(df)

# Filtering

print("\nFiltered (Age > 25):")

print(df[df['Age'] > 25])

**🕓 Later Today: Data Cleaning in Pandas**

* Handling missing values (dropna, fillna)
* Changing data types
* Adding/removing columns
* Sorting, renaming columns

**📘 Tomorrow: Data Visualization (Matplotlib)**

* Learn to plot line, bar, and scatter plots
* Customize plot style
* Show trends using data

If this is good, I’ll now begin expanding **today’s Pandas module** with detailed explanation, line-by-line code, and test at the end.

Do you want that now?

Excellent — now that you've mastered the basics of **NumPy**, it's time to move forward with the **next essential Python libraries** for Data Science and Machine Learning:

**✅ Stage 1: Python for Data Science**

**Modules Covered (so far and upcoming):**

1. ✅ NumPy — Numerical Computing
2. 🔄 Pandas — Data Analysis & Manipulation
3. ⏭️ Matplotlib — Data Visualization
4. 🔜 Seaborn — Statistical Visualization
5. 🔜 Scikit-learn — Machine Learning Algorithms

Let’s now proceed to **Pandas** in detail.

**🧠 What is Pandas?**

**Pandas** is a Python library used for **data manipulation and analysis**. It offers two key data structures:

* Series: 1D labeled array (like a column in Excel)
* DataFrame: 2D labeled data structure (like an entire Excel sheet)

**📌 Why Pandas is Important in Data Science & ML**

* Import and clean datasets (CSV, Excel, JSON, SQL)
* Handle missing data
* Merge/join datasets
* Slice, filter, group, and aggregate data
* Export processed data
* Prepare data for ML models

**🧪 Getting Started with Pandas**

pip install pandas

import pandas as pd

**🗂️ Pandas Data Structures**

**1️⃣ Series — One-dimensional**

import pandas as pd

data = [10, 20, 30, 40]

s = pd.Series(data)

print(s)

**Output:**

0 10

1 20

2 30

3 40

dtype: int64

**2️⃣ DataFrame — Two-dimensional**

data = {

'Name': ['Alice', 'Bob', 'Charles'],

'Age': [25, 30, 35],

'Score': [85, 90, 95]

}

df = pd.DataFrame(data)

print(df)

**Output:**

|  | **Name** | **Age** | **Score** |
| --- | --- | --- | --- |
| 0 | Alice | 25 | 85 |
| 1 | Bob | 30 | 90 |
| 2 | Charles | 35 | 95 |

**📚 Practical Operations in Pandas**

**✅ Reading Data**

df = pd.read\_csv('data.csv')

df = pd.read\_excel('data.xlsx')

**✅ Viewing Data**

df.head() # Top 5 rows

df.tail(3) # Last 3 rows

df.info() # Structure of data

df.describe() # Summary statistics

**✅ Selecting Columns and Rows**

df['Name'] # Single column

df[['Name','Age']] # Multiple columns

df.loc[0] # Row by index

df.iloc[0:2] # Rows by index range

**✅ Filtering**

df[df['Age'] > 25] # Condition

**✅ Adding & Dropping Columns**

df['New'] = df['Score'] \* 1.1

df.drop('New', axis=1, inplace=True)

**✅ Handling Missing Data**

df.isnull().sum() # Count missing

df.fillna(0) # Replace missing

df.dropna() # Drop rows with missing

**✅ Grouping & Aggregation**

df.groupby('Age').mean()

**🎯 Practice Task**

1. Create a DataFrame of your own with at least 3 columns and 5 rows
2. Perform these:
   * Select rows with a condition
   * Add a new column
   * Group by one column and get mean of others

**🧠 Quiz**

1. What is the difference between a Series and a DataFrame?
2. How do you load a CSV file?
3. What does df.describe() do?

**📝 Coming Up Later Today: Matplotlib**

We will cover:

* What is Matplotlib
* Creating bar charts, line graphs, pie charts
* Customizing plots
* Practical visualizations

And later:

* **Seaborn**
* **Machine Learning (Scikit-learn)**

Would you like the detailed code and explanations for Matplotlib next?

Perfect! Let’s now go into **Matplotlib**, the most popular library in Python for **data visualization**.

**📊 What is Matplotlib?**

**Matplotlib** is a 2D plotting library for Python. It allows you to create:

* Line charts
* Bar charts
* Pie charts
* Scatter plots
* Histograms
* Custom plots

It is highly customizable and integrates well with **NumPy** and **Pandas**.

**⚙️ Installing and Importing Matplotlib**

pip install matplotlib

import matplotlib.pyplot as plt

You can use %matplotlib inline in Jupyter to view plots in notebooks.

**✅ Basic Line Plot**

import matplotlib.pyplot as plt

x = [1, 2, 3, 4, 5]

y = [10, 20, 25, 30, 35]

plt.plot(x, y)

plt.title("Simple Line Plot")

plt.xlabel("X Axis")

plt.ylabel("Y Axis")

plt.grid(True)

plt.show()

**📊 Bar Chart**

x = ['Python', 'Java', 'C++', 'JavaScript']

y = [80, 45, 60, 70]

plt.bar(x, y, color='skyblue')

plt.title("Programming Language Popularity")

plt.xlabel("Languages")

plt.ylabel("Popularity")

plt.show()

**🎯 Pie Chart**

labels = ['Rent', 'Food', 'Transport', 'Entertainment']

sizes = [40, 25, 20, 15]

plt.pie(sizes, labels=labels, autopct='%1.1f%%', startangle=140)

plt.title("Monthly Expenses Distribution")

plt.axis('equal') # Make it a circle

plt.show()

**🔵 Scatter Plot**

x = [5, 7, 8, 7, 2, 17, 2, 9]

y = [99, 86, 87, 88, 100, 86, 103, 87]

plt.scatter(x, y, color='red')

plt.title("Scatter Plot Example")

plt.xlabel("X Values")

plt.ylabel("Y Values")

plt.show()

**📈 Histogram**

import numpy as np

data = np.random.randn(1000)

plt.hist(data, bins=30, color='green', edgecolor='black')

plt.title("Histogram of Random Data")

plt.xlabel("Value")

plt.ylabel("Frequency")

plt.show()

**🎨 Plot Customization**

plt.plot(x, y, color='green', linestyle='--', linewidth=2, marker='o')

plt.title("Customized Line Plot", fontsize=16)

plt.xlabel("X Axis", fontsize=12)

plt.ylabel("Y Axis", fontsize=12)

plt.grid(True)

plt.legend(["Sales"])

plt.show()

**🧠 Use Case Example: Visualize DataFrame with Matplotlib**

import pandas as pd

data = {

'Year': [2018, 2019, 2020, 2021],

'Sales': [100, 150, 130, 180]

}

df = pd.DataFrame(data)

plt.plot(df['Year'], df['Sales'], marker='o')

plt.title("Yearly Sales")

plt.xlabel("Year")

plt.ylabel("Sales")

plt.grid(True)

plt.show()

**📝 Practice Task**

Create a Python script that:

1. Generates a bar chart of monthly income
2. Generates a pie chart of expense categories
3. Generates a line chart of weekly productivity hours
4. Customizes plot colors, titles, and markers

**🧠 Quick Quiz**

1. What function is used to display the plot?
2. What does plt.hist() do?
3. What argument makes a pie chart display percentages?

**⏭️ Coming Next: Seaborn**

Seaborn builds on top of Matplotlib to make **statistical graphics** easier and more beautiful:

* Distribution plots
* Heatmaps
* Box plots
* Pair plots
* Regression plots

Would you like me to continue to **Seaborn** now?

Great! Let's now dive into **Seaborn**, a powerful Python data visualization library built on top of Matplotlib. It works beautifully with Pandas data structures and is ideal for **statistical plots**.

**🐳 What is Seaborn?**

**Seaborn** makes it easy to:

* Plot complex relationships in data
* Create beautiful, informative statistical plots
* Handle DataFrames directly
* Use themes and color palettes for styling

**⚙️ Installation & Setup**

Install Seaborn via pip:

pip install seaborn

Then import:

import seaborn as sns

import matplotlib.pyplot as plt

Seaborn automatically uses matplotlib.pyplot.

**📦 Load Built-in Dataset**

Seaborn comes with several built-in datasets like tips, iris, titanic.

import seaborn as sns

df = sns.load\_dataset('tips')

print(df.head())

**🔹 Basic Plot Types in Seaborn**

**1. 📈 Line Plot**

sns.lineplot(x="total\_bill", y="tip", data=df)

plt.title("Line Plot of Tips vs Total Bill")

plt.show()

**2. 📊 Bar Plot**

sns.barplot(x="day", y="total\_bill", data=df)

plt.title("Average Bill per Day")

plt.show()

**3. 🔵 Scatter Plot**

sns.scatterplot(x="total\_bill", y="tip", hue="sex", data=df)

plt.title("Tips vs Total Bill with Gender")

plt.show()

**4. 🟢 Histogram & KDE**

sns.histplot(df['total\_bill'], kde=True)

plt.title("Distribution of Total Bill")

plt.show()

**5. 📌 Box Plot**

sns.boxplot(x="day", y="total\_bill", data=df)

plt.title("Boxplot of Total Bill per Day")

plt.show()

**6. 🧮 Heatmap (for correlations)**

corr = df.corr()

sns.heatmap(corr, annot=True, cmap="coolwarm")

plt.title("Correlation Heatmap")

plt.show()

**7. 🧪 Pair Plot**

sns.pairplot(df)

plt.suptitle("Pairplot of All Numerical Features", y=1.02)

plt.show()

You can also filter by hue (category):

sns.pairplot(df, hue="sex")

**🎨 Styling with Seaborn**

Set a global style for all plots:

sns.set(style="darkgrid") # or whitegrid, dark, white, ticks

Use color palettes:

sns.set\_palette("husl") # or "pastel", "muted", "deep", etc.

**📚 Example Use Case: Titanic Dataset**

titanic = sns.load\_dataset("titanic")

# Survival count per gender

sns.countplot(x='sex', hue='survived', data=titanic)

plt.title("Survival by Gender")

plt.show()

# Age distribution by class

sns.boxplot(x='class', y='age', data=titanic)

plt.title("Age Distribution per Class")

plt.show()

**✅ Practice Tasks**

Try creating:

1. A histogram of tip values in the tips dataset
2. A heatmap of correlation in the Titanic dataset
3. A bar plot of average tip per day
4. A pairplot of the Iris dataset with species as hue

**💡 When to Use Seaborn vs Matplotlib?**

| **Feature** | **Matplotlib** | **Seaborn** |
| --- | --- | --- |
| Customization | Very detailed | Basic + beautiful |
| Ease of Use | Manual work | Easier with DataFrames |
| Data Analysis | Low-level plots | High-level statistics |

**🧠 Quick Quiz**

1. What method in Seaborn plots distributions?
2. How do you color a scatterplot by category?
3. What does pairplot() help visualize?

**🔄 Coming Next: Machine Learning with Scikit-Learn**

Would you like us to continue to **machine learning basics using Scikit-learn**, or do a **mini project combining Pandas + Matplotlib + Seaborn** before that?

Perfect! Let’s now **dive into Machine Learning using Scikit-learn** (sklearn)—one of the most powerful and user-friendly libraries for ML in Python.

**🤖 Introduction to Machine Learning with Scikit-Learn**

**🎯 What is Scikit-Learn?**

Scikit-learn (sklearn) is a **machine learning library** built on top of NumPy, SciPy, and Matplotlib. It provides simple and efficient tools for:

* Classification
* Regression
* Clustering
* Dimensionality Reduction
* Model Selection
* Preprocessing

**⚙️ Installation**

pip install scikit-learn

**💡 Supervised vs Unsupervised Learning**

| **Type** | **Input Data** | **Output** | **Example** |
| --- | --- | --- | --- |
| Supervised | Features + Labels | Predict labels | Predicting house prices |
| Unsupervised | Features only | Find structure or clusters | Grouping customers by behavior |

**🧪 Machine Learning Workflow (Pipeline)**

1. **Import dataset**
2. **Split data into features & labels**
3. **Split into training & testing**
4. **Choose a model**
5. **Train the model**
6. **Evaluate the model**
7. **Make predictions**

**🧠 Example: Classification with the Iris Dataset**

**1. Import Libraries and Load Dataset**

from sklearn.datasets import load\_iris

import pandas as pd

iris = load\_iris()

df = pd.DataFrame(iris.data, columns=iris.feature\_names)

df['target'] = iris.target

df.head()

**2. Train-Test Split**

from sklearn.model\_selection import train\_test\_split

X = df.drop('target', axis=1) # Features

y = df['target'] # Labels

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=42)

**3. Train a Model (K-Nearest Neighbors)**

from sklearn.neighbors import KNeighborsClassifier

model = KNeighborsClassifier(n\_neighbors=3)

model.fit(X\_train, y\_train)

**4. Evaluate the Model**

from sklearn.metrics import accuracy\_score, classification\_report

y\_pred = model.predict(X\_test)

print("Accuracy:", accuracy\_score(y\_test, y\_pred))

print(classification\_report(y\_test, y\_pred))

**🔮 Making Predictions**

# Example: predict a new flower

sample = [[5.1, 3.5, 1.4, 0.2]] # same order as feature columns

prediction = model.predict(sample)

print("Predicted class:", iris.target\_names[prediction][0])

**📦 Popular Algorithms in Scikit-learn**

| **Algorithm** | **Use Case** | **Import Path** |
| --- | --- | --- |
| KNeighborsClassifier | Classification | from sklearn.neighbors import ... |
| LinearRegression | Regression | from sklearn.linear\_model import ... |
| DecisionTreeClassifier | Classification | from sklearn.tree import ... |
| RandomForestClassifier | Classification | from sklearn.ensemble import ... |
| KMeans | Clustering (Unsupervised) | from sklearn.cluster import ... |

**⚙️ Feature Scaling (important for many models)**

from sklearn.preprocessing import StandardScaler

scaler = StandardScaler()

X\_scaled = scaler.fit\_transform(X)

Use X\_scaled in place of X for training.

**🔁 Cross-Validation**

from sklearn.model\_selection import cross\_val\_score

scores = cross\_val\_score(model, X, y, cv=5)

print("Cross-validation scores:", scores)

print("Average score:", scores.mean())

**🧼 Data Preprocessing Tools**

| **Tool** | **Purpose** |
| --- | --- |
| StandardScaler | Normalize features |
| LabelEncoder | Convert labels to numeric |
| OneHotEncoder | Convert categories to 0/1 columns |
| SimpleImputer | Fill missing values |

**📊 Visualization (Optional with Seaborn)**

import seaborn as sns

sns.pairplot(df, hue="target")

**✅ Practice Tasks**

Try the following:

1. Train a DecisionTreeClassifier on the **Iris** dataset
2. Train a RandomForestClassifier on the **Titanic** dataset
3. Perform cross-validation with KNeighborsClassifier
4. Scale features using StandardScaler before training

**🧠 Quick Quiz**

1. What is the difference between supervised and unsupervised learning?
2. What does train\_test\_split() do?
3. How would you evaluate the performance of a classification model?
4. Why do we use StandardScaler?

**🧩 Coming Next: Real Mini Project**

Would you like to:

**A. Build a Mini Project (e.g., Predict Titanic survival)**

**OR**

**B. Learn more models like LinearRegression, RandomForest, etc.?**

Let me know how you’d like to proceed!

Great! Let's continue your learning journey in **Machine Learning and Data Science** using Python. Here's a detailed breakdown of our **next section**, focusing on **data visualization with Matplotlib**, which is a crucial skill in data analysis, machine learning, and reporting.

**📊 Part 3: Data Visualization with Matplotlib**

**🔷 What is Matplotlib?**

**Matplotlib** is a popular Python library used for creating static, interactive, and animated visualizations. It's often used to plot graphs, charts, and to visualize data distributions and trends.

**🔷 Why Matplotlib is Important in ML & DS**

* Understand patterns and trends in data
* Identify outliers and anomalies
* Communicate results clearly
* Evaluate model performance visually (e.g., loss curves, accuracy, confusion matrix)

**🔷 Installing Matplotlib**

pip install matplotlib

**🔷 Importing Matplotlib**

import matplotlib.pyplot as plt

**🔷 Basic Plotting Examples**

**1. Line Plot**

import matplotlib.pyplot as plt

x = [1, 2, 3, 4, 5]

y = [2, 4, 6, 8, 10]

plt.plot(x, y)

plt.title("Line Plot Example")

plt.xlabel("X-axis")

plt.ylabel("Y-axis")

plt.grid(True)

plt.show()

**2. Bar Chart**

labels = ['A', 'B', 'C', 'D']

values = [10, 20, 15, 25]

plt.bar(labels, values, color='green')

plt.title("Bar Chart Example")

plt.xlabel("Categories")

plt.ylabel("Values")

plt.show()

**3. Histogram**

import numpy as np

data = np.random.randn(1000)

plt.hist(data, bins=30, color='skyblue', edgecolor='black')

plt.title("Histogram of Normally Distributed Data")

plt.xlabel("Values")

plt.ylabel("Frequency")

plt.show()

**4. Scatter Plot**

x = [1, 2, 3, 4, 5]

y = [5, 7, 4, 6, 8]

plt.scatter(x, y, color='red')

plt.title("Scatter Plot Example")

plt.xlabel("X")

plt.ylabel("Y")

plt.show()

**🔷 Customizing Plots**

You can modify line styles, colors, labels, legends, etc.:

plt.plot(x, y, linestyle='--', marker='o', color='purple', label='Line A')

plt.legend()

plt.grid(True)

**🔷 Practice Challenge**

Try plotting the following:

* A sine and cosine wave on the same graph
* A histogram of randomly generated integers
* A bar chart comparing the sales of 4 products

**🔷 Test Yourself (Mini Quiz)**

1. What Python library is used to plot graphs?
2. What function is used to show a plot?
3. How do you add labels to the x and y axes?
4. What’s the use of plt.legend()?

**✅ Coming Up Next:**

Tomorrow we’ll dive into:

**📘 Part 4: Introduction to Pandas**

* What is Pandas?
* Reading CSV/Excel files
* Exploring dataframes
* Indexing and slicing
* Basic operations

Would you like me to generate today's practice workbook or you’ll write it manually?

Let me know when you're ready to move on.